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Automatic baseline correction of infrared spectra
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A fast automatic algorithm is proposed for baseline correction of infrared (IR) spectral signals. It is devised
based on iterative curve fitting where orthogonal polynomials are used. The algorithm can process both
emission and absorption spectra automatically without human intervention. Orthogonal polynomials are
used for curve fitting to reduce computation time. Both emission and absorption spectra are obtained and
the results demonstrate the feasibility and practicability of this algorithm.
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There is an important need for remote monitoring of
air pollutants and greenhouse gases, as well as the re-
mote detection and identification of toxic industrial com-
pounds. Infrared (IR) spectroscopy is effective for the
identification of these chemical species, since many of
them show spectral features in the mid-IR spectral re-
gion. Feasibility studies on the use of passive Fourier
transform infrared (FTIR) spectroscopy for remote mon-
itoring of these compounds have shown that gases may
be identified remotely with an optically modified com-
mercial FTIR spectrometer when only a small (7 ◦C)
temperature difference exists between the gas and back-
ground. However, it is the common problem that there
is a baseline for the IR spectra collected, thus hampering
the identification and quantitative analysis. It should
be preprocessed from the original signal, so as to estab-
lish a stable, trustable qualitative or quantitative analysis
model.

Schulze et al.[1] provided an extensive literature review
and comparison of a wide range of preprocessing methods
for the removal of typical baseline, without focusing on
a particular instrumental method. Derivative method[2]

is likely the best known baseline removal method. But
it is often inadequate for proper removal of the baseline.
The size of the spectral window used in the transfor-
mation must be selected carefully: a wide window can
distort peaks, while a narrow window will amplify high
frequency noise. Perhaps the biggest disadvantage of us-
ing derivative method is that the filtered spectra do not
have the same appearance as the original spectra.

Another processing strategy is based on the frequency
analysis of the spectra. It is believed that baseline is
a low frequency signal, while the signal peaks will be
middle-frequency features, and independent noise will be
found at all frequencies. Baseline can be eliminated from
the original spectral signal by treating the low frequency
information in the frequency domain. Fourier transfer
and wavelet transfer[3,4] are the general instruments of
this method. However, both cannot give a theoretic de-
scription of the baseline information. It is difficult to
clearly distinguish baseline information from others for
Fourier transfer. And discouraging point about wavelet
transforms is the wide range of parameters to be set (ba-
sis functions, transformation levels, and coefficients to
remove), which can make the laborious process optimize.

Curve fitting is another well known method for base-

line correction. Simply, a straight line or a fitted curve is
taken as baseline, and then subtracted from the original
spectrum. In fact, the straight line or the fitted curve of-
ten does not estimate the real baseline well. Recently, an
iterative method based on curve fitting for automated
estimation of baseline is proposed[2,5−7]. This method
offers a promising approach to remove baseline effects in
a simple, straightforward fashion.

In this paper, the iterative curve fitting method is
amended for baseline correction of passive FTIR signals
which are used for real-time monitoring of air pollutants.
Because of the real-time application and the removal of
baseline is but one step in a larger analysis scheme, in-
cluding transforming interferograms to spectra, denois-
ing, pattern recognition etc., the required time to correct
a given spectrum should be as short as possible. Besides,
the algorithm should process both emission and absorp-
tion spectra automatically without human intervention,
because all these procedures are implemented on hard-
ware. The improved method first identifies emission or
absorption features of the spectrum at hand, and then
adopts different processing strategies. Orthogonal poly-
nomial is used for curve fitting to reduce computation
time, because curve fitting with higher power needs much
more time for computing matrix inversion and also leads
to larger computational error.

This algorithm generates automatic threshold by curve
fitting. First, the original signal is fitted following least
square criterion. When the original signal has a com-
plicated form, it can be predicted that the fitted result
does not agree with the original signal well on the whole
curve. At the sharp peak regions, the fitted result de-
parts strongly from the original curve, and so it serves as
the automatic thresholds. By substituting parts of the
peaks for the automatic threshold, a truncated curve can
be obtained, which is then used in further consecutive
fitting. The iterative processes of fitting and truncat-
ing do not stop until a good estimate of the baseline is
obtained. At the end, the baseline is subtracted from
original signal to achieve the purpose of baseline correc-
tion.

As far as IR signal concerned, there are two classes
of spectra dependent on the relative temperature of the
measured target and the background behind the target.
Infrared detection is the response of the thermal radia-
tion. If the temperature of target is higher than that of
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background, the IR signal obtained is an emission spec-
trum. On the contrast, if the temperature of target is
lower than that of background, the IR signal obtained
is an absorption spectrum. The algorithm must process
two kinds of spectra automatically. Emission spectrum
has feature peaks upwards while absorption spectrum has
feature peaks downwards. The truncation criterion of up-
wards peaks is different from that of downwards peaks.
In the first case, the points larger than the threshold are
substituted while the points smaller than the threshold
are changed when the peaks are downwards. So, when
loading an original signal, algorithm should judge the di-
rection of the peaks first.

Based on the discussion above, an algorithm for base-
line correction is proposed as follows. Step 0: Load the
original spectral signal and identify the direction of fea-
ture peaks; Step 1: Get a fitted curve by fitting the orig-
inal signal curve with the least square criterion; Step 2:
The fitted curve serves as automatic threshold and get-
ting a truncated curve by truncating the original signal
with different truncation criteria with respect to emis-
sion or absorption spectrum; Step 3: Get a newly fitted
curve by fitting the truncated curve; if the fitted curve
superposes with the last one, go to step 4; otherwise, go
to step 2; Step 4: Take the fitted curve as the estimated
baseline, and it is subtracted from the original signal,
stop.

The termination of the iterative process is based on
the following consideration: as long as the spectrum con-
tains peaks or components of the peaks, the fitted curve
lies between the real baseline and the peaks at the peak
regions, and then some points are truncated by the auto-
matic threshold. Newly fitted curve by fitting the trun-
cated curve is different from the last one. It means that
the peak components are removed step by step and the
fitted curve approaches to the real baseline step by step.
When the truncated signal includes few components of
the peaks, newly fitted curve almost equals the former.
Then the iteration is over. The fitted curve which con-
tains no peak components is the baseline. Generally, 3
to 5 iterations are enough for an estimation process.

The principle of curve fitting is introducing a new func-
tion f(x) to approximate the original signal y(x), which
can be expressed as

y(x) = c0T0(x) + c1T1(x) + c2T2(x) + · · ·

+cnTn(x) + e(x), (1)

where c0, c1, c2, · · · , cn are the coefficients to be deter-
mined. Ti(x) is function of x. n is the number of the
basis function, and e(x) is fitting error. To a spectrum
with m data points, x1, x2, · · · , xm are the wavelength
values, Eq. (1) can be written in matrix form as

⎡
⎢⎢⎢⎢⎣

y(x1)
y(x2)
y(x3)
· · ·

y(xm)

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

T0(x1) T1(x1) T2(x1) · · · Tn(x1)
T0(x2) T1(x2) T2(x2) · · · Tn(x2)
T0(x3) T1(x3) T2(x3) · · · Tn(x3)
· · · · · · · · · · · · · · ·

T0(xm) T1(xm) T2(xm) · · · Tn(xm)

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

c0

c1

c2

· · ·
cn

⎤
⎥⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎣

e(x1)
e(x2)
e(x3)
· · ·

e(xm)

⎤
⎥⎥⎥⎥⎦ , (2)

it can be written in the following concise matrix form,

y = Tc + e. (3)

The vector c of fitting coefficients can be calculated
by

c = (TtT)−1Tty, (4)

which follows the least square method by making the sum
square of e minimum. Then, the fitting function is

f(x) = T (T tT )−1T ty, (5)

where superscripts t and −1 denote the matrix transpose
and matrix inversion, respectively. Mexican Hat wavelet
and polynomial have been taken as T in Eq. (5)[5−7].
However, when n is large enough (i.e., n ≥ 7), the cal-
culation of matrix inversion (T tT )−1 leads to large com-
putational error and needs much more time for compu-
tation, which is unacceptable in the case of real time ap-
plication. If the orthogonal polynomial is used for curve
fitting, this problem can be resolved easily. The basic
property of the orthogonal polynomials is

Tr(x)tTs(x) = 0, r �= s. (6)

Because of this property, orthogonal polynomial yields
diagonal normal matrices T tT . Consequently, matrix in-
version (T tT )−1 can be calculated easily and precisely.

The equations used to generate the orthogonal polyno-
mials are

T0(x) = 1,

T1(x) = x − x̄,

...
Tn(x) = xn + kn,n−1Tn−1(x) + kn,n−2Tn−2(x) + · · ·

+kn,0T0(x), (7)

kn,j = −
m∑

i=1

xn
i Tj(xi)

/
m∑

i=1

T 2
j (xi),

j = n − 1, n− 2, · · · , 1, 0, (8)

where x̄ is the mean of x.
So far, an algorithm is proposed for baseline correction

of IR spectral signal by iterative orthogonal polyno-
mial curve fitting with automatic threshold. It is tested
with several passive FTIR signals which are measured
with spectrometer designed by us. Interferograms are
transformed into spectra and background spectra are
subtracted before baseline correction. The range is from
1300 to 700 cm−1 and the resolution is about 2 cm−1.
The only parameter in this algorithm is the power of the
orthogonal polynomial, which should be set appropri-
ately. If the power is too large, the useful parts of the
signal may be fitted into baseline and then subtracted
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from the original signal. Oppositely, if a smaller power
is used, baseline can not be estimated correctly. Figure
1 shows an original signal (solid line) and the baseline
(dashed line) estimated with the algorithm proposed in
this paper. The power of the orthogonal polynomial is
8. Obviously, there are two big peaks near 780 and 940
cm−1 after baseline correction, which are shown in Fig. 2.

Figure 3 shows the same original signal as that of Fig. 1,
and the estimated baseline is also shown with the dashed

Fig. 1. Original signal (solid line) and estimated baseline
(dashed line). The power for the polynomial is 8.

Fig. 2. Corrected spectral signal of Fig. 1.

Fig. 3. Same original signal as Fig. 1 (solid line) and esti-
mated baseline (dashed line). The power for the polynomial
is 16.

line. Power of the orthogonal polynomial is 16. It can
be seen that almost all the original signals are fitted into
baseline. The signal after baseline correction is shown
in Fig. 4, which has no obvious feature peak. The two
results are different because powers of the orthogonal
polynomial used in each estimate are different. So, the
power of the orthogonal polynomial should be set appro-
priately based on the feature peaks and the real baseline
of the signal will be processed. Luckily, the selection
of the power is not so difficult because the spectra are
clear and the power is robust (e.g., selecting 8 or 7 as the
power has no evident influence on the result of baseline
correction which serves as the preprocessing step of pat-
tern recognition in this work).

Figure 5 shows a representative IR spectral signal in the
range of 1300 − 700 cm−1. It is obvious that there is a
baseline. The baseline must be corrected before a further
analysis is operated. The dashed line is the fitted curve of
the original signal by orthogonal polynomial least square
curve fitting. The power of the orthogonal polynomial
is 8. The value of the fitted result serves as the auto-
matic threshold. By truncating the parts of the peaks
that is larger than the automatic threshold, a truncated
curve can be obtained, which is shown in Fig. 6. Then
the truncated curve is used in further consecutive fitting.
The iterative process of fitting and truncating does not
stop until a good estimate of the baseline is obtained.
Figure 7 shows the final estimated baseline. At the end,
the baseline is subtracted from original signal to achieve
the purpose of baseline correction. Figure 8 shows the

Fig. 4. Corrected spectral signal of Fig. 3.

Fig. 5. Original signal and the first fitted curve (dashed line).
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Fig. 6. Truncated curve of Fig. 5.

Fig. 7. Final estimated baseline (dashed line).

Fig. 8. Corrected spectral signal of Fig. 5.

corrected spectral signal.
Figure 9 shows another type of IR spectral signal. It is

an absorption spectrum and the feature peaks are down-
wards. The truncation criterion of downwards peaks is
different from that in Fig. 5. The parts of peaks smaller
than the fitted result which serves as automatic thresh-
old are truncated. Dashed line is the final estimated
baseline. The power for the orthogonal polynomial is
also 8. And the corrected spectral signal is shown in
Fig. 10.

In this paper, the algorithm for baseline correction
of IR spectral signal is devised based on the characteris-
tics of IR spectrum and the need of real time application.

Fig. 9. Original signal and final estimated baseline (dashed
line). The power for the polynomial is 8.

Fig. 10. Corrected spectral signal of Fig. 9.

Essentially, it can be expressed as iterative fitting with
automatic threshold. The advantages of this method
are that it is a robust method with only one parameter
and can process both emission and absorption spectra
automatically without human intervention. Orthogonal
polynomials are used for curve fitting to reduce compu-
tation time. Both emission and absorption spectra are
processed and the results demonstrate the feasibility and
practicability.
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